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[1] Dislocation models can simulate static deformation caused by slip along a fault. These
models usually take the form of a dislocation embedded in a homogeneous, isotropic,
Poisson-solid half-space (HIPSHS). However, the widely accepted HIPSHS assumptions
poorly approximate subduction zone systems of converging oceanic and continental crust.
This study uses three-dimensional finite element models (FEMs) that allow for any
combination (including none) of the HIPSHS assumptions to compute synthetic Green’s
functions for displacement. Using the1995 Mw = 8.0 Jalisco-Colima, Mexico, subduction
zone earthquake and associated measurements from a nearby GPS array as an example,
FEM-generated synthetic Green’s functions are combined with standard linear inverse
methods to estimate dislocation distributions along the subduction interface. Loading a
forward HIPSHS model with dislocation distributions, estimated from FEMs that
sequentially relax the HIPSHS assumptions, yields the sensitivity of predicted
displacements to each of the HIPSHS assumptions. For the subduction zone models tested
and the specific field situation considered, sensitivities to the individual Poisson-solid,
isotropy, and homogeneity assumptions can be substantially greater than GPS
measurement uncertainties. Forward modeling quantifies stress coupling between the
Mw = 8.0 earthquake and a nearby Mw = 6.3 earthquake that occurred 63 days
later. Coulomb stress changes predicted from static HIPSHS models cannot account for the
63-day lag time between events. Alternatively, an FEM that includes a poroelastic oceanic
crust, which allows for postseismic pore fluid pressure recovery, can account for the
lag time. The pore fluid pressure recovery rate puts an upper limit of 10�17 m2 on the bulk
permeability of the oceanic crust. INDEX TERMS: 1242 Geodesy and Gravity: Seismic

deformations (7205); 3230 Mathematical Geophysics: Numerical solutions; 3260 Mathematical Geophysics:
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1. Introduction

[2] A model is an approximation of a natural system. An
acceptable degree of simplification depends on the desired
accuracy of model predictions, the availability of constrain-
ing information, and the limitations of the modeling device
or method. The reliability of model predictions depends on
how well the model approximates the field situation [Wang
and Anderson, 1982]. Consequently, selecting an appropri-
ate model is an important consideration when conducting an
analysis of static deformation caused by slip along a fault. A
dislocation along a surface can simulate the release of elastic

strain accumulation (slip) along a fault and account for
observed deformation caused by earthquakes [e.g., Hutton
et al., 2001] and creep events [e.g., Dragert et al., 2001].
Relatively simple models of a dislocation embedded in a
homogeneous, isotropic, Poisson-solid half-space (HIPSHS)
are the standard for predicting static deformation caused by
slip along a fault [Cohen, 1999]. Dislocation source param-
eters determined from multiple types of static deformation
data such as GPS displacements, interferometric synthetic
aperture radar imagery, and surface offset measurements
suggest that slip along a fault is not uniform and is best
described as a distribution of dislocation sources [Wald and
Heaton, 1994; Pritchard et al., 2002; Miyazaki et al., 2003].
The aim of this paper is to identify the sensitivities of
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dislocation and displacement predictions to each of the
HIPSHS assumptions for subduction zone models.
[3] Finite element models (FEMs) are constructed to

simulate slip along a fault in a subduction zone, using the
1995 Mw = 8.0 Jalisco-Colima, Mexico, earthquake as an
example. FEM configurations include the combined suite of
HIPSHS assumptions as well as configurations that system-
atically relax the individual assumptions. Deformation pre-
dictions from the various FEM configurations are compared
to three-component displacement data from 11 GPS sites.
This study (1) points out that models requiring HIPSHS
assumptions poorly represent subduction zones; (2) illus-
trates a previously established method for computing syn-
thetic Green’s functions, using FEMs that do not require
HIPSHS assumptions, for both forward and inverse models
of static deformation due to dislocation sources; (3) dem-
onstrates that displacement prediction errors, introduced by
HIPSHS assumptions, can be severe; and (4) estimates the
sensitivities of stress-coupling calculations to the HIPSHS
assumptions.
[4] This study investigates the effects of the HIPSHS

assumptions on a particular type of model commonly used
to predict deformation and stress for subduction zones. The
assumptions common to all the models in this study are

linear elastic behavior, deformation driven entirely by dis-
locations (no remote loading), and no gravitational effects.
The results of this study may be extended to estimate the
significance of the HIPSHS assumptions in other subduc-
tion zone models, for which the above assumptions are
appropriate. However, the relative importance of each
HIPSHS assumption is ultimately dependent upon the
particular model application. Other types of models exist,
and the results of this study do not necessarily pertain to
those models.

1.1. Jalisco-Colima Earthquake

[5] The 9 October 1995, Mw = 8.0 Jalisco-Colima earth-
quake ruptured the Rivera-North American plate subduction
interface near the coast of Jalisco, Mexico (Figure 1).
Significant recent earthquakes along this region of the
Middle America trench occurred on 3 June 1932 (Mw =
8.2) and 8 June 1932 (Mw = 7.8) [Singh et al., 1985].
Earthquake focal mechanisms for the 6 October 1995,
Mw = 5.8 foreshock, the 9 October 1995, Mw = 8.0 main
shock, and the 12 October 1995, Mw = 6.0 aftershock
[Escobedo et al., 1998] are consistent with thrusting at a
depth of about 20 km in a direction rotated 10� counter-
clockwise from the trench-normal (N40�E) Rivera-North
America convergence direction [DeMets and Wilson,
1997]. Seismogenic results suggest that the 1995 Mw = 8.0
event consisted of four shallow subevents, the first of which
occurred near the northwest edge of the Manzanillo trough.
The locations of the three following subevents indicate that
the rupture propagated along the strike of the slipping
portions of the subduction interface (the fault) to the north-
west [Escobedo, 1998]. The 1995 Mw = 8.0 event occurred
close enough to a GPS geodetic array to allow the study of
both the coseismic and postseismic behavior of the event.
Previous inversions of the coseismic displacement measure-
ments from the 11 GPS sites (Table 1) suggest that two
regions dominate the dislocation distribution along the fault.
One is beneath the epicenter and the other is about 100 km
northwest of the epicenter [Melbourne et al., 1997; Hutton et
al., 2001; Masterlark et al., 2001]. The ‘‘coseismic’’ GPS
displacements are determined from measurements spanning
an interval beginning 7 months before the earthquake and
ending several days after the earthquake [Hutton et al.,
2001]. Therefore respective interseismic strain and postseis-
mic deformation before and after the event contaminate the
coseismic GPS data. This study ignores the contamination.
[6] On 11 December 1995, an earthquake swarm occurred

a few tens of kilometers southwest of the Mw = 8.0 rupture.
The swarm included an Mw = 6.3 main shock having a
predominantly strike-slip focal mechanism (Table 2) in
accord with historical focal mechanisms [DeMets and Stein,
1990] and the principal stresses of the Mw = 8.0 earthquake.
The spatial and temporal proximity of the swarm to theMw =
8.0 earthquake suggests a causal relationship. However, the
63-day lag between the Mw = 8.0 earthquake and the
subsequent swarm suggests a quasi-static [Masterlark and
Wang, 2002] rather than a static-coupling mechanism.

1.2. Need for Improvement

[7] We can test the validity of a presupposed dislocation
model by comparing predictions of deformation with ob-
served data. Although direct observations of deformation at

Figure 1. Reference map, west-central coast of Mexico.
The Mw = 8.0 Jalisco-Colima earthquake (focal mechanism
1) ruptured a 220-km-long portion of the Middle America
trench on 9 October 1995. An Mw = 6.3 event (focal
mechanism 2) occurred on 11 December 1995, a few tens of
kilometers to the southwest of the rupture zone. The spatial
and temporal proximity of the two events suggest that they
are coupled. The gray rectangle outlines the surface
projection of the rupture. The black circles are the 11
GPS site locations. The location of the center of the
intersection of the rupture and the free surface is 18.85�N
and 105.35�W. Tectonic features MAT, TME, MT, and EGG
are the Middle America trench, Tres Marias escarpment,
Manzanillo trough, and El Gordo graben, respectively.
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the Earth’s surface are commonly available, it is difficult to
directly observe slip along a buried fault. Because quanti-
fied estimations of slip along a fault can have far-reaching
implications, substantial effort has gone into the develop-
ment of inverse prediction models that strive to accurately
estimate dislocation source distributions, a proxy for slip
along a fault, based on observed deformational data and
presupposed HIPSHS models [e.g., Cervelli et al., 2001;
Miyazaki et al., 2003]. Although it is well known that some
of the HIPSHS assumptions can introduce enormous
prediction errors [Eberhart-Phillips and Stuart, 1992;
Masterlark et al., 2001; Wald and Graves, 2001], little
attention is typically given to the implications of the
presupposed HIPSHS models. Dislocation distributions
determined from superb observed data and elaborate inverse
schemes may be precise but are most likely inaccurate if the
presupposed model is not a good representation of the field
situation, as is generally the case for HIPSHS models.
[8] Deviations from HIPSHS models are often rejected on

the basis that the observed deformational data do not allow
additional model complexity [Bawden, 2001]. Furthermore,
analytical solutions for displacement due to a dislocation
source in an HIPSHS are readily available and computa-
tionally inexpensive [Okada, 1992, and references therein].
Hence presupposed HIPSHS dislocation models underlie
the vast majority of analyses of static deformation caused by
slip along a fault. A flaw in this viewpoint is the existence
of many types of data, other than direct displacement
observations, that require deviations from and complexities
beyond the HIPSHS assumptions.
[9] The half-space assumption implies that the top of the

problem domain, the free surface, is flat. The total relief of a
subduction zone, from the trench to the volcanic arc, can be
several kilometers. Topographic effects can have a signifi-
cant impact on static displacement [Williams and Wadge,
2000; Tinti and Armigliato, 2002] and stress [Wang and He,
1999] predictions. Digital elevation and bathymetry models
having at least 1-km spatial resolution are readily available
and easily implemented in FEMs.

[10] The Poisson-solid assumption (Poisson’s ratio n =
0.25) is not representative of crustal rocks. Poisson’s ratio
for common crustal rocks can be 0.1 < n < 0.4 [Turcotte and
Schubert, 1982], although the range for the bulk represen-
tation of the crust is 0.25 < n < 0.32 [Christensen, 1996].
[11] Pore fluids exist in the upper crust to a depth of

several kilometers [Nur and Walder, 1992, and references
therein]. Although the porosity of crystalline basement rocks
is only a few percent at most, the poroelastic behavior can be
significant under the loading conditions associated with
large earthquakes [Masterlark et al., 2001; Bosl and Nur,
2002; Masterlark and Wang, 2002]. The choice of material
properties to represent the upper crust must therefore account
for the poroelastic state of the system. Undrained conditions
prevail during relatively short times following an instanta-
neous event of slip along a fault (an earthquake) because the
static stress transfer is faster than the response of pore fluid
flow. Undrained elastic constants reflect a relatively stiff
behavior with respect to their drained counterparts. The
relationship between drained and undrained values for
Poisson’s ratio, n and nu respectively, is

n ¼ 3nu � aB 1þ nuð Þ
3� 2aB 1þ nuð Þ ; nu ¼

3nþ aB 1� 2nð Þ
3� aB 1� 2nð Þ ; ð1Þ

where B is Skempton’s coefficient and a is the Biot-Willis
parameter [Wang, 2000]. The drained and undrained values
of Poisson’s ratio for Westerly granite, for which elastic
properties are commonly used in deformational modeling
[Kaufman and Royden, 1994; Masterlark and Wang, 2000,
2002; Masterlark et al., 2001; Parsons, 2002], are 0.25 and
0.34, respectively [Wang, 2000]. Displacements predicted
for a dislocation along a rectangular surface using the
equations given by Okada [1992] can differ by more than
10% for drained versus undrained conditions. For static
coseismic deformation (undrained conditions), a Poisson-
solid is a poor material property assumption even if
(drained) Poisson’s ratio is 0.25.

Table 1. GPS Dataa

GPS Site Longitude, �W Latitude,�W ueast, m 1s, m unorth, m 1s, m uup, m 1s, m

AVAL 103.6840 19.4810 �0.1347 0.0083 �0.0718 0.0037 �0.0685 0.0174
AYUT 104.3740 20.1880 �0.1290 0.0133 �0.1760 0.0065 �0.1636 0.0330
CEBO 103.1610 20.0900 �0.0603 0.0114 �0.0305 0.0056 �0.0150 0.0261
CHAC 105.4290 20.3840 �0.0264 0.0108 �0.0879 0.0047 �0.0080 0.0253
CHAM 105.0840 19.5270 �0.4763 0.0087 �0.8432 0.0035 �0.2146 0.0174
CRIP 104.3330 19.0310 �0.2908 0.0034 �0.3802 0.0016 �0.0615 0.0074
GUAC 104.3540 20.5010 �0.0495 0.0101 �0.1158 0.0051 �0.0420 0.0254
PURI 104.6370 19.6650 �0.2730 0.0089 �0.4117 0.0040 �0.1016 0.0198
SJDL 103.6630 18.5770 0.0009 0.0093 �0.0010 0.0038 �0.0620 0.0204
TAPA 103.7970 19.8310 �0.1257 0.0162 �0.1088 0.0062 �0.0236 0.0341
VICT 103.3960 18.7680 �0.0230 0.0078 0.0094 0.0034 �0.0606 0.0164

aFrom Hutton et al. [2001].

Table 2. Focal Mechanismsa

Event Mw Mo, dyne/cm Latitude, �N Longitude, �W Plane Strike Dip Rake

9 October 1995 8.0 1.15 � 1028 19.34 104.8 fault 302 9 92
node 120 81 90

11 December 1995 6.3 3.4 � 1025 18.84 105.75 fault 175 82 17
node 83 74 171

aHarvard CMT, http://www.seismology.harvard.edu/CMTsearch.html.
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[12] Geologic observations [Vauchez et al., 1998], shear
wave splitting [Russo and Silver, 1994; Yang et al., 1995;
Marson-Pidgeon et al., 1999; Hartog and Schwartz, 2000],
Pn anisotropy [Smith and Eckström, 1999], and laboratory
measurements [Ismaı̈l and Mainprice, 1998; Godfrey et al.,
2000; Christensen et al., 2001] indicate that the elastic
properties of the lithosphere are generally not isotropic.
Mechanisms accounting for observed elastic anisotropy
include periodic layering of isotropic materials near the
Earth’s surface, aligned microcracks in the brittle upper
crust, lattice preferred orientations in the lower crust and
upper mantle, and oriented inclusions having seismic prop-
erties in contrast to those of the surrounding material in the
lower crust and upper mantle [Meissner et al., 2002].
[13] The material properties of the Earth’s lithosphere are

not homogeneous. Unconsolidated materials at shallow
depths are relatively compliant, whereas upper mantle rocks
are relatively rigid. Significant vertical and the lateral con-
trasts between material properties in the crust, particularly
across faults [Rubin and Gillard, 2000] and in plate bound-
ary zones [Holbrook et al., 1996], are well known. These
contrasts are readily apparent near convergent plate bound-
aries, where the relatively stiff oceanic crust of the down-
going slab comes in contact with the relatively compliant
overriding continental crust along the subduction interface.
Others have previously demonstrated the sensitivities of
deformation predictions due to dislocations for problem
domains having homogeneous versus heterogeneous mate-
rial property distributions [Eberhart-Phillips and Stuart,
1992; Masterlark et al., 2001; Wald and Graves, 2001].

2. Method

2.1. Finite Element Model (FEM): Configurations
and Assumptions

[14] FEMs in this study are constructed with the
commercially available finite element code ‘‘ABAQUS’’
(version 6.2, Hibbet, Karlsson, & Sorensen, Inc., available
at http://www.hks.com). This code allows for the heteroge-
neous distributions of anisotropic material properties and
appropriate geometric relationships required for simulating
coseismic, transient postseismic, and interseismic deforma-
tional phenomena associated with a subduction interface.
The code solves for displacement (u) and coupled displace-
ment and pore fluid pressure (u, P) for a problem domain
having a combination of elastic and poroelastic properties.
Expressed in index notation, the three governing equations
for the elastic materials are

Gr2ui þ
G

1� 2nð Þ
@2uk

@xi@xk
¼ �Fi; ð2Þ

and the four governing equations for the poroelastic
materials are

Gr2ui þ
G

1� 2nð Þ
@2uk

@xi@xk
¼ a

@P

@xi
� Fi ð3Þ

a
@ekk
@t

þ Se
@P

@t
¼ k

mf
r2P þ Q; ð4Þ

where G is the shear modulus, F is a body force, ekk is the
volumetric strain, Se is the constrained storage coefficient, k
is permeability, mf is the pore fluid viscosity, and Q is a fluid
source term [Wang, 2000].
[15] Six FEMs are constructed to test the sensitivity of

deformation predictions to each of the HIPSHS assump-
tions. The first FEM, model A, simulates the HIPSHS
assumptions and serves as the reference model. Prediction
differences between model A and the four other models that
sequentially relax the HIPSHS assumptions identify relative
sensitivities to each of the assumptions. The sixth model
includes none of the HIPSHS assumptions. Table 3 sum-
marizes the configurations of the six FEMs (models A
through F).
[16] Some of the configuration specifications are com-

mon to all models. The simulated three-dimensional prob-
lem domain (Figure 2) includes a 40-km-thick continental
crust of the North American plate [Pardo and Suárez, 1995]
separated into 16- and 24-km-thick upper and lower crust
layers. The oceanic crust of the subducting Rivera plate has
a thickness of 6 km. The upper mantle extends from the
base of the crust of both plates to a depth of about 200 km.
The trench-parallel direction of the problem domain mea-
sures 1800 km. The North American and Rivera plates
extend 800 and 600 km, respectively, in the horizontal
trench-normal directions. The top of the problem domain
is a free surface. Positions for the 11 nodes nearest to the
GPS sites are adjusted to correspond to the simulated GPS
site locations. The base and lateral boundaries have zero-
displacement specifications. Sensitivity tests of alternative
boundary configurations indicate the chosen configuration
approximates zero displacement at infinity for the lateral
and bottom boundaries.
[17] The convex interface separating the simulated Rivera

and North American plates is a deformable contact surface
consisting of node-pairs from the respective plates. The
simulated fault, centered in the trench-parallel direction,
consists of 143 contact node-pairs spaced approximately 20
and 10 km apart in the respective along-strike and downdip
directions of the fault. Downdip spacing is reduced to about
5 km for the two rows of node-pairs nearest to the simulated
rupture trace. The cross-sectional depth (d ) of the subduc-
tion interface is related to the horizontal projection of the
downdip distance (x) in kilometers, such that d = Axn, where
A = 0.029, and n = 1.55 [Hutton et al., 2001]. The two
lithospheric plates are welded together along the downdip
and along-strike extensions of the slipping portion of the
interface. Kinematic constraints, which specify that all three
corresponding displacement components for nondislocating
node-pairs are equivalent, impose the welded conditions.
[18] A single set of drained elastic material properties is

specified for the entire problem domain of the first FEM
(model A), which simulates HIPSHS assumptions. Drained
elastic properties determined from laboratory experiments
for Westerly granite [Wang, 2000] satisfy the Poisson-solid
assumption. The second FEM, model B, relaxes the half-
space assumption and includes topography. The vertical
positions of the nodes along the free surface of the conti-
nental crust are interpolated from a 1-km digital elevation
model (D. A. Hastings et al., Global Land One-Kilometer
Base Elevation (GLOBE) Digital Elevation Model,
version 1.0, available at http://www.ngdc.noaa.gov/seg/
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Table 3. Configurations of Models A–F

Rheology Elastic Constants

Model A
Synthetic Green’s function matrix: GA

Dislocation source: mA

Free surface: flat
Upper continental crust, lower continental

crust, oceanic crust, mantle
elastic Westerly granite [Wang, 2000]

G = 15 GPa
n = 0.25

Model B
Synthetic Green’s function matrix: GB

Dislocation source: mB

Free surface: topography
Upper continental crust, lower continental crust,

oceanic crust, mantle
elastic Westerly granite [Wang, 2000]

G = 15 GPa
n = 0.25

Model C
Synthetic Green’s function matrix: GC

Dislocation source: mC

Free surface: flat
Upper continental crust, lower continental crust,

oceanic crust, mantle
elastic Westerly granite (undrained) [Wang, 2000]

G = 15 GPa
n = 0.34

Model D
Synthetic Green’s function matrix: GD

Dislocation source: mD

Free surface: flat
Upper continental crust, lower continental crust,

oceanic crust, mantle
elastic stiffness tensor,a GPa [Godfrey et al., 2000]

53.62 14.08 11.41 0 0 0
14.08 53.62 11.41 0 0 0
11.41 11.41 43.95 0 0 0
0 0 0 14.63 0 0
0 0 0 0 19.77 0
0 0 0 0 0 19.77

Model E
Synthetic Green’s function matrix: GE

Dislocation source: mE

Free surface: flat
Upper continental crust elastic Westerly granite [Wang, 2000]

G = 15 Gpa
n = 0.25

Lower continental crust elastic Westerly granite [Wang, 2000]
G = 15 Gpa
n = 0.25

Oceanic crust poroelastic Hanford basalt [Wang, 2000]
G = 21 Gpa
n = 0.30
nu = 0.31
B = 0.12

Mantle elastic [Turcotte and Schubert, 1982]
G = 60 Gpa
n = 0.25

Model F
Synthetic Green’s function matrix: GF

Dislocation source: mF

Free surface: topography
Upper continental crust poroelastic Westerly granite [Wang, 2000]

G = 15 Gpa
n = 0.25
nu = 0.34
B = 0.85

MASTERLARK: FEM PREDICTIONS OF STATIC DEFORMATION ETG 7 - 5



topo/globe.shtml, 1999). The third FEM, model C, relaxes
the Poisson-solid assumption. A Poisson’s ratio of 0.34, the
undrained value for the Poisson’s ratio of Westerly granite
[Wang, 2000], is specified for the homogeneous problem
domain. Model C is equivalent to FEMB given in the work
of Masterlark et al. [2001]. The fourth FEM, model D,
relaxes the isotropy assumption. A transversely isotropic
stiffness tensor, M, is specified for the entire problem
domain. In order to make a valid comparison between
predictions from models A and D, the stiffness tensor,
determined from laboratory experiments on Chugach phyl-
lite [Godfrey et al., 2000], is scaled such that the generalized
bulk modulus, K*, of the transversely isotropic stiffness
tensor [Cheng, 1997] is equivalent to the bulk modulus, K,
of the isotropic material specified in model A.

K ¼ K* ¼ Miijj

9
: ð5Þ

The tensor is rotated into the model coordinate system such
that the compliant (slow) axis is aligned with the horizontal
trench-normal direction [e.g., Currie et al., 2001; Smith and
Eckström, 1999]. The fifth FEM, model E, relaxes the
homogeneity assumption and is similar to FEMC given in
the work of Masterlark et al. [2001]. However, model E
includes an elastic upper continental crust having the
material properties specified for the entire problem domain
of model A. Model E represents regional-scale hetero-
geneity of a subduction zone. Trench-parallel and lateral
heterogeneities other than those of the subduction interface
are not considered.
[19] The sixth FEM, model F, includes none of the

HIPSHS assumptions. The top (free surface) of the conti-
nental crust is the same as that of model B. The oceanic
crust and continental crust have poroelastic parameters for
Hanford basalt and Westerly granite, respectively [Wang,
2000]. The lower continental crust is an elastic material
having the transversely isotropic stiffness tensor for Chu-
gach phyllite [Godfrey et al., 2000]. The compliant axis of
the tensor is aligned in the horizontal trench-normal direc-
tion. The upper mantle is an elastic material having fully

Figure 2. FEM configuration. The problem domain (lower
portion) is tessellated into 29,624 nodes and 24,750 three-
dimensional brick elements and approximates the geometry
of a subducting slab and the overriding continental litho-
sphere. A local region surrounding the slipping part of the
subduction interface is extracted in the upper part.

Table 3. (continued)

Rheology Elastic Constants

Lower continental crust elastic stiffness tensor, GPa [Godfrey et al., 2000]
116.99 30.73 24.89 0 0 0
30.73 116.99 24.89 0 0 0
24.89 24.89 95.90 0 0 0
0 0 0 31.93 0 0
0 0 0 0 43.13 0
0 0 0 0 0 43.13

Oceanic crust poroelastic Hanford basalt [Wang, 2000]
G = 21 Gpa
n = 0.30
nu = 0.31
B = 0.12

Mantle elastic stiffness tensor, GPa [Ismaı̈l and Mainprice, 1998]
192.07 69.92 72.35 0.21 �0.04 0.10
69.92 237.08 73.47 �0.31 0.25 0.61
72.5 73.47 208.75 �0.30 0.23 �0.28
0.21 �0.31 �0.03 72.55 0.01 0.38
�0.04 0.025 0.23 0.01 63.28 0.09
0.10 0.61 �0.28 0.38 0.09 68.5

aScaled such that K = K*, see equation (5).
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anisotropic elastic properties derived from laboratory
experiments on rocks having fabrics similar to those of
mantle rocks [Ismaı̈l and Mainprice, 1998]. The stiffness
tensor is rotated into the model coordinate system such
that the fast axis is trench parallel and the slow axis is
horizontally trench normal, in accord with field-based shear
wave splitting and Pn anisotropy observations [Smith and
Eckström, 1999, and references therein]. This model also
allows for fully coupled transient poroelastic behavior. The
bulk permeability of the continental crust is 10�15 m2

[Masterlark and Wang, 2002]. The bulk permeability of
the oceanic crust is a calibration parameter discussed in the
stress-coupling analysis. Model F is an attempt to account
for our knowledge of the regional-scale mechanical struc-
ture of a subduction zone.
[20] The FEMs solve for incremental changes with

respect to a reference state that occurs an instant before
the dislocation [Wang, 2000]. The initial conditions are
equilibrium (u, P)jt=0 = 0. Additional fluid-flow specifica-
tions are required for models E and F. The free-surface and
lateral boundaries of the poroelastic layers have zero excess
fluid pressure, and the bases of these layers have zero fluid-
flow specifications. For model F, fluid flow is allowed
across the interface between the poroelastic oceanic and
upper continental crust. This implies an isotropic perme-
ability structure within the fault zone.

2.2. FEM-Generated Synthetic Green’s Functions

[21] The forward solution for displacements due to a
dislocation distribution in a linear mechanical system,
which has a priori geometric and material property specifi-
cations, is a system of linear equations

Gm ¼ d; ð6Þ

where G is the matrix of synthetic Green’s functions for
displacement (the data kernel), m is a vector of dislocations
for node-pairs simulating fault slip, and d is the data vector
of observed three-component GPS displacements (Table 1).
Each coefficient Gij is a displacement component at location
j due to a unit dislocation of node-pair i. Dislocation
distributions can be estimated from equation (6) with
standard linear inverse methods. The matrix of synthetic
Green’s functions is calculated using a presupposed FEM,
for which the HIPSHS assumptions are not required.
[22] The dislocation method for an internal boundary in a

two-dimensional FEM introduced by Smith [1974] and used
by others [e.g., Williams and McCaffrey, 2001] is extended
for use in three-dimensional FEMs simulating both HIPSHS
and non-HIPSHS assumptions, using the finite element
code ABAQUS and kinematic constraints. The dislocation
between a pair of nodes, initially occupying the same
position, is a prescribed relative displacement between the
nodes. These node-pairs deform freely in unison in the two
directions orthogonal to the dislocation vector and deform
freely in tandem in the direction parallel to the dislocation
vector (Figure 3).
[23] The method is implemented through several steps.

First, a dummy node not connected to any active elements
in the problem domain is assigned to each of the active
node-pairs. Second, corresponding node-pairs and dummy
nodes are rotated into a local coordinate system so that one

Figure 3. Dislocation of a node-pair. (a) The schematic
FEM mesh includes a node-pair consisting of initially
collocated nodes m and n on fault patch ABCD. (b) The
static dislocation is implemented by imposing the kinematic
constraints shown at the bottom, where the dislocation
vector, �ux0, is parallel x

0. Three-dimensional translation of
the dislocation vector is allowed, hence ABCD is a
deformable surface. In this schematic, the mesh is distorted
beyond the applicability of infinitesimal strain. However,
dislocations in the actual FEMs used in this study are less
than 0.1% of the characteristic length of the elements.
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of the coordinate axes (x0) is aligned parallel to a dislocation
vector and another ( y0) is normal to the fault surface. Third,
the two displacement components orthogonal to the dislo-
cation vector are constrained to be equivalent for both nodes
in a pair. Fourth, a displacement specification for the
corresponding dummy node and a linear kinematic con-
straint equation achieve the relative displacement between
nodes in a pair. This method simulates a dislocation using a
relative displacement along a fault and does not require
corrections associated with other methods that specify the
absolute displacement along a fault [Tinti and Armigliato,
2002]. The G matrix is constructed by sequentially impos-
ing a unity dislocation for each node-pair and null disloca-
tions for all other node-pairs along the fault. The FEM
contains 143 node-pairs; therefore the construction of a G
matrix requires 143 forward model runs for each model
configuration. This method is a powerful tool for analyses
of static deformation because it can calculate synthetic
Green’s functions for static displacement for problem
domains having any combination (including none) of the
HIPSHS assumptions.
[24] The dislocation distributions are estimated using the

damped least squares (DLS) method. Damped smoothing
constraints that minimize differences between neighboring
dislocations [Wald and Heaton, 1994] append the relation-
ship in equation (6). The diagonal of the weighting matrix
[Menke, 1989], w, is constructed from the uncertainties
given in Table 1. Correlations between the three displace-
ment components of the GPS data are negligible [Hutton et
al., 2001]. The forward solution then takes the form

w�1G

bL

0
@

1
Am ¼

w�1d

0

0
@

1
A; ð7Þ

where L is a Laplacian operator, and b is a damping
coefficient that controls the relative importance of fitting the
data versus satisfying the smoothing constraints. The finite
difference approximation [Wang and Anderson, 1982] form
recast into a two-dimensional array, s, having column and
row indices i and j, implements Laplace’s equation

r2s ¼ 0 ffi si�1; j � 2si; j þ siþ1; j

�xð Þ2
þ si; j�1 � 2si; j þ si; jþ1

�yð Þ2
; ð8Þ

where�x and�y are the respective along-strike and surface
projection of the downdip fault patch dimensions. The
matrix L is constructed so that the nth row in L contains
source component coefficients in equation (8) for columns
corresponding to the appropriate source

Ln ¼

Ln
j�1ð Þncþi

¼ �2 �xð Þ�2þ �yð Þ�2
h i

Ln
j�1ð Þncþ i�1ð Þ ¼ �xð Þ�2

Ln
j�1ð Þncþ iþ1ð Þ ¼ �xð Þ�2

Ln
j�2ð Þncþi

¼ �yð Þ�2

Lnjncþi ¼ �yð Þ�2

�������������������

; ð9Þ

where Ln is the nth row vector of L, and nc is the number of
columns in the two-dimensional node matrix s. No

dislocation sources lie outside the two-dimensional node
array, and Dirichlet-type boundary conditions [Wang and
Anderson, 1982] are applied to L.

3. Results

[25] Equation (7) is inverted to obtain solutions for m.
Only reverse-slip components are considered based on
focal mechanisms [Melbourne et al., 1997; Mendoza and
Hartzell, 1999; Hutton et al., 2001] and the trench-normal
convergence direction of the Rivera and North American
plates [DeMets and Wilson, 1997]. Inversions performed
over a range of damping values produce a family of
solutions for each model configuration. Although estimated
from a common data vector, the dislocation distributions
for the six models have different misfits and roughness
characteristics. Because of these differences, comparisons
between the different dislocation distributions are difficult
to assess. The solutions presented here have similar misfits
to facilitate a fair comparison between model configurations
and to conduct a systematic sensitivity analysis for each of
the HIPSHS assumptions. The best solution for model E
(in terms of the misfit versus solution roughness tradeoff)
has a misfit of c2 � 97. This is the highest among all
the models tested (Figure 4). Solutions for each model
are chosen to allow for maximum damping (Laplacian
smoothing) while maintaining the misfit threshold of
c2 � 97 for the 33 GPS observations. The DLS method
allows for precise approximations of the misfit threshold
rather than singular value decomposition and a specified
truncated data spectrum [Hutton et al., 2001; Masterlark et
al., 2001], which can result in relatively large incremental
changes in misfit between singular values. This analysis
is limited to comparing solutions having a common misfit
(c2 � 97).
[26] Relaxing the Poisson-solid assumption (model C)

gives a solution that allows for the most damping. The
solution for the heterogeneous model (model E) tolerates
the least amount of damping while maintaining the specified
misfit threshold. With the exception of models E (hetero-
geneous) and F (non-HIPSHS), the maximum slip for the
models considered is less than 6 m, in accord with seismo-
genic and other geodetic results [Melbourne et al., 1997;
Mendoza and Hartzell, 1999; Hutton et al., 2001]. Qualita-
tively, the dislocation distributions for models A through D
are similar to those determined in other studies, which used
HIPSHS models and the same data vector used in this study
[Melbourne et al., 1997; Hutton et al., 2001].
[27] The dislocation distributions for the six models are

shown in Figure 5 and corresponding GPS displacement
predictions are shown in Figure 6. Dislocation sources for
all FEMs suggest regions of relatively large slip beneath the
epicenter, in a shallower region 80 km northwest of the
epicenter, and in a deeper region about 100 km north of
the epicenter. The dislocation source mA, estimated from the
HIPSHS FEM (model A), indicates that the greatest slip is
located in the region 80 km northwest of the epicenter.
Dislocation sources mB through mD are similar to that of
mA, although the differences become increasingly apparent
in mB through mD, respectively. The general features of
dislocation source mE (heterogeneous) and mF (non-
HIPSHS) are somewhat different from those of mA through
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mD. Dislocation source mE suggests that there are two
regions having almost equivalent slip and a third substantial
slipping region in the northern corner of the fault. The
region slightly downdip of the hypocenter dominates mF.
The differences in dislocation distributions vary substan-
tially between mA and mE, and between mA and mF. The
dislocation distributions mA, mE, and mF (HIPSHS, hetero-

geneous, and non-HIPSHS; respectively) have regions that
differ by as much as a few meters, although the deformation
prediction misfits from these different dislocation distribu-
tions, if applied to their corresponding models, are similar.
[28] The model resolution matrix (R) describes how well

the predicted model parameters, the dislocation magnitudes
in this study, are resolved. This matrix is independent of the
data vector and is a function of the data kernel (G) and the
weighting matrix (w) [Menke, 1989]. The diagonal elements
of R indicate how well the dislocation magnitude for
each node-pair is resolved. Model parameters are perfectly
resolved if R is an identity matrix. The absolute values of
the model resolution matrix components are arbitrarily
improved, at the expense of the estimated parameter vari-
ance, by refining the FEM tessellation of the fault region.
However, the relative variations in resolution over the entire
fault indicate where estimated dislocations are best resolved
[Hutton et al., 2001].
[29] Figure 7 displays the diagonal elements of the model

resolution matrix for the corresponding dislocations esti-
mated for the non-HIPSHS FEM (model F). Overall,
dislocation resolution is poorest along the offshore surface
expression of the fault and improves in the downdip
direction. Local regions of relatively high resolution occur
beneath the GPS sites. The diagonal elements of the
resolution matrices for models A through E have similar
relative distributions over the fault. The downdip improve-
ment in resolution may explain why the estimated slipping
region, determined from GPS data [Melbourne et al., 1997;
Hutton et al., 2001; Masterlark et al., 2001], dominating the
northwest half of the fault is much deeper than the relatively
shallow slip estimated from teleseismic data [Mendoza and
Hartzell, 1999].
[30] To test this hypothesis, synthetic data for the 11 GPS

sites are generated from all models by imposing unit
dislocations in a shallow patch measuring 40 � 20 km2 in
trench-parallel and trench-normal directions, respectively
(Figure 7). Dislocation distributions are estimated using
the inverse method discussed above and the synthetic
GPS data vector. None of the models can precisely recover
the unit dislocation patch from the synthetic GPS data.
Estimated dislocation distributions for all models include a
few tens of centimeters in the test patch, although signifi-
cant portions of the dislocation are severely smeared into
the higher resolution areas along the downdip half of the
simulated fault. This suggests that the differences in dislo-
cation distributions determined from GPS versus teleseismic
data are the result of the geometric relationships of the fault
and GPS array versus that of the fault and seismic array.
Therefore it is possible that none of the dislocation distri-
butions presented in this paper reasonably approximate the
actual slip distribution of the Mw = 8.0 earthquake. Alter-
natively, the discrepancy between seismogenic and geodetic
dislocation distributions may be due to interseismic strain
and postseismic deformation contaminating the coseismic
GPS data. However, because all FEMs share the same
geometric relationships, the relative comparisons between
model predictions are valid.
[31] Prediction differences introduced by loading model

A (GA) with the dislocation distribution differences for the
other models, mB through mF (Figures 5g–5k) illustrate the
prediction sensitivities to each of the HIPSHS assumptions.

Figure 4. Dislocation model selection. The color code
given in the upper right corner applies to both figures in this
composite. (a) Solution length (roughness) versus misfit.
The solution length is �jmj. Color-coded circles represent
the optimized solutions that would be selected if direct
comparisons among the models were not necessary. The
horizontal line is the upper limit of the misfit threshold
(c2 = 97). Solutions intersecting the horizontal line are used
to make comparisons among solutions so that they all have
similar misfits. The model relaxing the Poisson-solid
assumption (model C) has the smallest solution length and
can be viewed as the simplest model. The solution from
model B (topography) is almost identical to that for model
A (HIPSHS). (b) Damping versus misfit. Models C (non-
Poisson solid) and E (heterogeneity) tolerate the most and
least damping, respectively.
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Prediction errors can be more than an order of magnitude
greater than observation measurement uncertainties
(Figure 8). Maps of prediction differences are also produced
by constructing a synthetic Green’s function matrix (G*) to
predict displacements over the entire free surface of the
problem domain (Figure 9). Prediction differences much
greater than 100% are possible for model A, if loaded with a
dislocation distribution other than mA. For the subduction
zone models considered, the respective sensitivities to the
HIPSHS assumptions range from slight to severe for the
half-space, Poisson-solid, isotropy, and homogeneity
assumptions.
[32] Predictions for the GPS displacements are also made

by inverting equation (7) using the GPS data and a matrix G
constructed from analytical solutions for displacement
due to a dislocation in an HIPSHS [Okada, 1992]. These
predictions are within 1s of those predicted using model A,
GA, and its corresponding dislocation source, mA (Figure 8).
Although no formal sensitivity analysis of the tessellation
density is performed, this excellent agreement between the
analytical solution and the FEM approximation verifies the
HIPSHS FEM (model A) configuration.

4. Discussion

[33] The usefulness of accurately determined dislocation
sources goes beyond predicting static deformation. The
static state of a system loaded with a dislocation distribution
serves as the initial conditions for transient postseismic
phenomena driven by the induced stress and pore fluid

pressure distributions. The strain field from a dislocation
will produce excess pore fluid pressure in the brittle upper
crust [Wang, 2000]. If the magnitude and distribution of this
excess pore fluid pressure is significant, the subsequent
decay of the pressure, via pore fluid flow, will cause
measurable, transient poroelastic deformation [Peltzer et
al., 1996; Bosl and Nur, 1998; Masterlark et al., 2001;
Masterlark and Wang, 2002]. The deviatoric stresses pre-
dicted by a dislocation model drive transient viscoelastic
relaxation in the lower crust and upper mantle [Savage,
1990; Pollitz et al., 2000; Masterlark et al., 2001; Pollitz et
al., 2001; Masterlark and Wang, 2002].
[34] Dislocation sources can also predict deformation

caused by postseismic afterslip, which occurs downdip
from a coseismic rupture [Scholz, 1998]. Like viscoelastic
relaxation, deviatoric stresses generated by the coseismic
slip drive postseismic afterslip. For some fault and slip
configurations, displacement prediction patterns for linear
viscoelastic relaxation versus afterslip can be difficult to
distinguish [Savage, 1990]. Numerous studies attribute
postseismic deformation to a single mechanism [e.g.,
Savage and Svarc, 1997; Deng et al., 1998; Hutton et
al., 2001; Hsu et al., 2002], although it is likely that some
combination of driving mechanisms causes transient post-
seismic deformation. [Pollitz et al., 1998; Azúa et al.,
2002; Masterlark and Wang, 2002].
[35] The forces driving plate tectonics produce interseismic

strain. Stress accumulation along the locked fault and the base
of the overriding plate, directly estimated from observed
displacement, is a manifestation of this interseismic strain

Figure 5. Dislocation distributions. The fault dimensions are labeled in (a). (a–f ) Dislocation
distributions for models A through F. Dislocation distributions from the six FEMs are shown in the order
of increasing difference with respect to model A (HIPSHS). (g–k) Differences between the dislocation
source determined for model A and those determined for models that relax the HIPSHS assumptions.
Topographic effects are relatively insignificant. The assumption of homogeneous material properties has
the greatest influence on the dislocation distribution. The dislocation distributions for models E and F
(heterogeneous and non-HIPSHS) differ from that of model A (HIPSHS) by several meters in some
portions of the fault.
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accumulation [Williams andMcCaffrey, 2001]. Alternatively,
the inverse for a coseismic dislocation estimates deformation
due to interseismic strain [Hyndman andWang, 1995]. In this
case, the stress accumulation is calculated from the spatial
derivatives of the deformation for a given set of material
property specifications.
[36] Solutions are available for static displacement predic-

tions in the special cases of either a vertically [Savage, 1998]
or horizontally [Rodgers et al., 2000] layered half-space.

Others have gone to great lengths to precisely estimate the
geometry of a dislocation source [Harris and Segall, 1987;
Cervelli et al., 2001; Hutton et al., 2001] in an HIPSHS
problem domain. However, the HIPSHS assumptions them-
selves can have an enormous impact on the dislocation source
estimated from observed deformational data. The disadvan-
tage of the FEMmethod, versus analytical HIPSHSmodels, is
that changing the source geometry requires a new tessellation.
Tessellating a problem domain can be a time-consuming
process, whereas changing a parameter in an analytical
solution is a fast and simple process that lends itself to
automated optimization algorithms. However, the develop-
ment of automated adaptive mesh generating procedures will
negate this disadvantage of FEMs.

4.1. Deformation Predictions

[37] All six FEMs, loaded with their respective disloca-
tion distributions, generate deformation predictions that are
consistent with the GPS data (Figure 6). This allows a
comparison of predictions using the HIPSHS model loaded
with the various dislocation distributions to test the sensi-
tivities of deformation predictions on the assumptions in a
systematic way. Alternatively, dislocation sources that
optimize the tradeoff between misfit and solution length
could have been chosen for the individual models. Color-
coded circles shown in Figure 4a identify optimal (if this
were not a comparative analysis) dislocation distributions.
Unfortunately, these optimized solutions share neither
misfits nor roughness characteristics and would require
some other comparison scheme. The common misfit
scheme used in this analysis most directly illustrates that
all the models can generate solutions that reasonably
match the GPS data. However, interchanging dislocation
sources introduces prediction errors directly attributed to
the assumptions of the models used to generate the
dislocation sources.
[38] For the case of a primarily offshore megathrust

event, topographic effects do not contribute significantly
to the onshore GPS horizontal displacement predictions
(Figure 8). However, prediction errors associated with this
assumption can still be significant in offshore regions for all
three displacement components (Figures 9a–9c). Sensitivity
to topographic effects may be more apparent in configu-
rations where deformational data are available for the
region near the surface trace of a rupture, as is the case
for the 1999 Landers, California, earthquake [Massonnet et
al., 1993; Freymueller et al., 1994], the 1999 Hector Mine,
California, earthquake [Simons et al., 2002], the 1999
Chi-Chi, Taiwan, earthquake [Yang et al., 2000], and the
2002 Denali, Alaska, earthquake [Lu et al., 2003].
[39] The Poisson-solid assumption introduces significant

prediction errors both on- and offshore (Figures 9d–9f ).
Masterlark et al. [2001] previously demonstrated this result
as well as the substantial prediction errors, associated with
the Poisson-solid assumption, for transient deformation due
to linear viscoelastic relaxation following a dislocation
event. Poisson’s ratio is 0.25 if Lame’s constant and the
shear modulus are equivalent. For the case of homogeneous
isotropic elastic half-space models of static dislocation,
predicted displacements are independent of the shear
modulus. Therefore there is no simplification introduced
by specifying the equivalency of Lame’s constant and the

Figure 6. GPS displacement predictions. GPS displace-
ment predictions are calculated for each of the six FEMs,
loaded with their respective dislocation distributions.
Predictions for each model have misfits of c2 � 97. The
gray rectangle is the surface projection of the fault. The
origins of the vectors correspond to the GPS site locations.
Color codes for the six models are shown on the boxes on
the right side of the figures. (a) Horizontal displacement
predictions. Black ellipses are 2s measurement uncertain-
ties. Prediction differences are difficult to distinguish at this
scale. (b) Vertical displacement predictions. Error bars are
2s measurement uncertainties.
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shear modulus [Converse and Comninou, 1975]. This
equivalency is generally invalid for bulk representations
of the crust, particularly for undrained conditions. On the
basis of GPS data alone, a homogeneous, isotropic, non-
Poisson-solid half-space model is simpler than the HIPSHS

model because the dislocation distribution mC tolerates
the most damping and has the smallest solution length
(Figure 4).
[40] The isotropy assumption introduces significant pre-

diction errors both on- and offshore (Figures 9g–9i). For the
coastal GPS sites having the largest displacements (CHAM
and CRIP), both horizontal and vertical prediction differ-
ences associated with isotropy are opposite to those associ-
ated with the Poisson-solid assumption (Figure 8). The
anisotropic material properties used in this study have
compliant axes aligned with the horizontal trench-normal
direction. This configuration requires relatively greater

Figure 7. Model resolution. The diagonal components of
the model resolution matrix for model F (non-HIPSHS) are
plotted in spatial positions for the corresponding dislocation
vector (m) components. Overall, model resolution is poorest
near the offshore surface trace of the fault and progressively
improves in the downdip direction, where the fault is
beneath a portion of the GPS array. Results are similar for
models A through E. The test slip-patch is in a region of
poor model resolution and cannot be resolved.

Figure 8. (opposite) GPS displacement prediction sensi-
tivities to HIPSHS assumptions. GPS predictions are made
using the HIPSHS model (GA) loaded with dislocation
distributions differences (shown in Figures 5g–5k) to test
the GPS displacement prediction sensitivity to each of the
HIPSHS assumptions. Prediction differences between
GAmA and an analytical solution (see text) are minimal,
suggesting that the FEM tessellation density is sufficient.
The gray rectangle is the surface projection of the fault
plane. (a) Horizontal prediction differences. With the
exception of topographic effects, the sensitivities to the
HIPSHS assumptions can be significantly larger than
measurement uncertainties. In particular, prediction errors
associated with the assumption of a homogeneous material
property distribution are more than an order of magnitude
greater than GPS measurement uncertainties (gray arrows).
Black ellipses, collocated with corresponding GPS sites, are
1s measurement uncertainties. (b) Vertical prediction
differences. The vertical prediction differences are not as
systematic as those of the horizontal displacements. Error
bars, centered on the GPS site locations, are 1s measure-
ment uncertainties. Color codes given in the lower left-hand
corner apply to Figures 8a and 8b.
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Figure 9. Displacement differences at the free surface. The differences with respect to the HIPSHS
model, G*A, are loaded with dislocation distribution differences (shown in Figures 5g–5k) to demonstrate
the spatial characteristics of the sensitivity to HIPSHS assumptions. The rows correspond to the sensitivity
to the various assumptions. The three columns represent displacement components that are trench normal,
trench parallel, and vertical. Each assumption can introduce prediction errors greater than 100% in each
displacement component. Differing magnitudes among displacement components in a given row indicate
rotational components in the prediction errors associated with a given assumption. The magnitudes of the
prediction errors, with respect to the individual HIPSHS assumptions, increase from row 1 through row 4.
The prediction errors are greatest in row 4, which represents the sensitivity to the assumption of a
homogeneous material property distribution. Prediction errors can be much greater than ±100% within
horizontal distances of a single fault width. A gray rectangle is the surface projection of the fault. The
length scale and north arrow in (a) apply to all figures in this composite. Displacement components are
illustrated in the top right corners of Figures 9a–9c. White circles represent GPS site locations.
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dislocation magnitudes to produce trench-normal versus
trench-parallel displacements. Because of the stress regimes
of convergent systems, the isotropy assumption is generally
invalid. Although there is a wealth of field and laboratory
data emerging that support anisotropic elastic properties in
convergent systems (see section 1.2), direct measurements
of anisotropy for the Rivera-North America subduction
zone are lacking.
[41] The homogeneous assumption introduces the most

error in deformation predictions (Figures 8 and 9j–9l).
Prediction errors for horizontal displacement are signifi-
cantly greater than reported measurement uncertainties for
all GPS sites (Figure 8). These errors for coastal sites
CHAM and CRIP are more than an order of magnitude
greater than GPS measurement uncertainties. Prediction
errors for vertical displacement, although significant, are
less dramatic. Masterlark et al. [2001] demonstrated a
similar result, along with an estimation of prediction errors
associated with subsequent linear viscoelastic relaxation.
This suggests that both coseismic and postseismic defor-
mation predictions, generated from models having hetero-
geneous material property distributions and dislocation
sources derived from HIPSHS models [e.g., Deng et al.,
1998; Freed and Lin, 2001; Masterlark and Wang, 2002],
contain significant prediction errors. The heterogeneous
distribution of material properties associated with a rela-
tively compliant continental crust overriding the relatively
stiff subducting oceanic crust in a subduction zone grossly
contradicts the homogeneous assumption.
[42] The sensitivity to the homogeneous assumption

dominates the prediction errors introduced with the combi-
nation of HIPSHS assumptions. Interestingly, horizontal
prediction errors associated with the combined suite of
HIPSHS assumptions, GA(mA � mF), are much less than

Figure 10. Maximum change in Coulomb stress. Incremental changes in Coulomb stress, sC, caused by
the Mw = 8.0 earthquake are calculated for optimally oriented faults for a depth of 6 km. The gray
rectangle is the surface projection of the fault. White circles are GPS locations. The coastline is shown in
white. (a and b) HIPSHS models with apparent coefficients of friction 0.0 and 0.7. (c) Model F loaded
with mF and having f = 0.7. (d) Model F loaded with the difference between mF and mA. This
configuration represents the sensitivity of Coulomb stress predictions to the combined HIPSHS
assumptions. Differences near the fault can be more than 1 MPa, an amount that far exceeds what is
thought to be the threshold of sensitivity to Coulomb stress (�0.01 MPa).

Figure 11. Stress coupling between the Mw = 8.0 and
Mw = 6.3 events. Predictions for the evolution of the changes
in Coulomb stress (sC) for the Mw = 6.3 event fault, caused
by the Mw = 8.0 earthquake, are illustrated. Standard
methods using static HIPSHS models and apparent coeffi-
cients of friction cannot account for the 63-day lag time
between events. Predictions for sC vary by about 100%,
depending upon which apparent coefficient of friction is
chosen. The poroelastic model allows for pore fluid pressure
recovery in the oceanic crust. The permeability of the
oceanic crust controls the speed of pore fluid pressure
recovery. If the permeability is greater than 10�17 m2,
recovery is too fast to account for the 63-day lag time.
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those associated with a heterogeneous material property
distribution alone, GA(mA � mE), for the coastal sites
CHAM, CRIP, and SJDL. The reverse relationship occurs
for the inland GPS sites (Figure 8a). On the basis of the GPS
data alone, the dislocation distribution for model F (mF),
which requires none of the HIPSHS assumptions, is simpler
than that of the model E (mE), which allows for a hetero-
geneous material property distribution (Figure 4). Model F
and its corresponding dislocation distribution demonstrate
the ability of the FEM method to account for complexities
far beyond those allowed in standard HIPSHS models.
[43] On the basis of the GPS data alone, the Poisson-solid

assumption is rejected because the optimal dislocation
distribution determined for model C is the simplest among
the optimal dislocation distributions of the models consid-
ered (Figure 4). All the models considered are capable of
predicting the data to any given level of precision through
the adjustable damping parameter of the inverse method.
This general prediction ability, combined with a lack of
obvious diagnostic deformation patterns associated with a
given HIPSHS assumption, suggests deformational data
alone may not be sufficient to require deviations from the
HIPSHS assumptions (other than the rejected Poisson-solid
assumption as discussed above). However, the well-known
structure and mechanical behavior typically associated with
subduction zones requires the rejection of all the HIPSHS
assumptions. Therefore it is unwise to uphold the HIPSHS
assumptions based on GPS data alone. The unnecessary
HIPSHS assumptions will introduce significant prediction
errors, unless an HIPSHS problem domain truly approx-
imates the natural system.

4.2. Stress Coupling

[44] Causal stress coupling relationships can account for
sequences of earthquakes contained in relatively local
spatial and temporal regions. Stress coupling calculations
are a function of stress and pore fluid pressure, both of
which can evolve over time. Transient afterslip, poroelastic
effects, and viscoelastic relaxation are responsible for pre-
dictable time-dependent changes in quasi-static stress and
pore fluid pressure. Changes in Coulomb stress quantify the
change in the tendency for frictional slip to occur along a
locked, preexisting fault

sC ¼ sS þ f sn þ Pð Þ; ð10Þ

where sC is the incremental change in Coulomb stress, f is a
coefficient of friction, sS and sn are incremental changes in
shear stress aligned with the dislocation vector along a fault
and fault-normal stress (tension positive), and P is an
incremental change in pore fluid pressure [e.g., Masterlark
and Wang, 2000]. Static (vis-á-vis quasi-static) stress
coupling analyses of the causal relationship between
earthquakes are applicable for either short times (undrained
conditions, negligible viscous relaxation) or long times
(drained conditions, negligible deviatoric stresses in the
viscous material) following a dislocation [Wang, 2000].
Undrained or drained conditions imply either fluid flux = 0
or P = 0, respectively. Laboratory experiments on a variety
of rocks indicate that the coefficient of friction lies between
0.65 and 0.85 [Byerlee, 1978].
[45] Alternatively, changes in Coulomb stress are often

calculated using the assumption that fluid pressures are

proportional to the fault-normal stress [Toda et al., 2001]
rather than the mean-normal stress used in standard poroe-
lastic theory. In this case, equation (10) is modified to

sC ¼ sS þ f 0 snð Þ; ð11Þ

where f 0 is an ‘‘apparent coefficient of friction’’ that is some
ambiguous combination of material properties and transient
fluid-flow conditions [Masterlark and Wang, 2000]. The
assumption that pore fluid pressure is proportional to fault-
normal stress alone holds only if the fault zone is relatively
compliant with respect to the surrounding materials.
Equation (11) is typically applied to results from HIPSHS
models without deference to fluid-flow conditions or the
contradictory heterogeneous distribution of material proper-
ties implied by the weak fault zone assumption. Further-
more, drained material property specifications are
inconsistent with the inclusion of nonzero pore fluid
pressure effects implied by effective coefficients of friction.
[46] FEM predictions of stress and pore fluid pressure can

quantify the causal relationship between the Mw = 8.0
earthquake and the subsequent Mw = 6.3 event that occurred
63 days later. The static changes in Coulomb stress are
calculated using model A (HIPSHS), typical values for f 0

[Harris, 1998], and equation (11) (Figures 10a and 10b).
Coulomb stress predictions calculated with this method for
the wedge of continental crust overlying the fault are
particularly sensitive to the chosen apparent coefficient of
friction and can differ by more than 0.5 MPa. Coseismic
changes in Coulomb stress are also calculated using model
F, the Coulomb stress formulation in equation (10), and a
coefficient of friction ( f = 0.7) in accord with laboratory
experiments [Byerlee, 1978] (Figure 10c). The Coulomb
stress predictions from the HIPSHS and non-HIPSHS
models using equations (11) and (10), respectively, differ
by more than 0.5 MPa in the wedge overlying the fault
(Figure 10).
[47] Coulomb stress has been calculated using forward

modeling techniques that use mismatched models and
dislocation sources. For example, a non-HIPSHS FEM is
loaded with a dislocation source estimated from an HIPSHS
model that does not match the FEM configuration [Freed
and Lin, 2001; Masterlark and Wang, 2002]. This study
simulates the prediction errors in Coulomb stress introduced
by a mismatched forward model and dislocation source
(Figure 10d). The mismatch introduces prediction errors for
Coulomb stress that are much greater than 0.1 MPa in the
wedge of continental crust overlying the fault. This suggests
that Coulomb stress predictions calculated using mis-
matched models and dislocation sources can introduce
significant errors.
[48] The non-HIPSHS FEM (model F), loaded with its

corresponding dislocation distribution, mF, predicts the
evolution of Coulomb stress leading up to the Mw = 6.3
event. Left-lateral dislocation, having strike = 175�, dip =
82�, and rake = 17� (Table 2), consistent with the left-lateral
slip along local north-trending faults [DeMets and Wilson,
1997], is assumed. The pore fluid pressure in the region
initially decreases because of the coseismic load of the
Mw = 8.0 earthquake. The recovery of pore fluid pressure
causes an evolving increase in Coulomb stress (Figure 11).
Permeability of the oceanic crust controls the rate of pore
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fluid pressure recovery, and hence the rate of Coulomb
stress evolution. The 63-day lag time between the Mw = 8.0
andMw = 6.3 events puts an upper limit on the permeability.
If the permeability is too high, recovery happens too fast,
and the model does not account for the full lag time. Using
this logic, the calibrated upper limit on permeability is
10�17 m2, a value in accord with an expected permeability
for competent basalt [Domenico and Schwartz, 1990;
Ingebritsen and Sanford, 1998]. None of the stress-coupling
models in this study consider other postseismic loading
mechanisms such as afterslip and viscoelastic relaxation.
The time constant for linear viscoelastic relaxation is on the
order of years and will not affect the Coulomb stress
significantly during the 63-day postseismic time period.
However, the initially rapid postseismic response of either
afterslip or power law viscoelastic relaxation could affect
the Coulomb stress during the 63-day time period. On the
basis of the geometry of the stress-coupling system, both
these mechanisms would increase Coulomb stress along the
fault of the second earthquake during the 63-day postseis-
mic interval.

5. Conclusions

[49] The implementation of FEMs to generate synthetic
Green’s functions for static displacement caused by a
dislocation source distribution in a non-HIPSHS problem
domain is a simple procedure. Although the specific mate-
rial properties and configurations used in this analysis are
debatable, the important point here is that HIPSHS assump-
tions are not necessary in both forward and inverse models
of static and quasi-static deformation.
[50] An overarching caveat for this analysis is that the

results and conclusions, other than the demonstrated imple-
mentation of FEM-generated synthetic Green’s functions,
are quantitatively valid only for the specific models and the
field situation considered. The relative sensitivities of static
deformation predictions to the HIPSHS assumptions, in the
order of increasing sensitivity, are half-space (flat free
surface), Poisson-solid, elastic isotropy, and homogeneity.
Static deformation predictions are relatively insensitive to
the topography (an irregular free surface). However, the
predictions are very sensitive to the Poisson-solid, isotropic,
and homogeneous assumptions, which can introduce predic-
tion errors significantly larger than GPS data uncertainties.
[51] Static stress-coupling predictions calculated from

HIPSHS models, using the apparent coefficient of friction
formulation, are qualitative at best. The changes in Cou-
lomb stress for the Mw = 6.3 event, caused by the previous
Mw = 8.0 earthquake, calculated with the HIPSHS model
can differ by about 100%, depending on the value of the
apparent coefficient of friction. Furthermore, the static
calculations cannot account for the 63-day lag time between
events. Predictions from the non-HIPSHS FEM indicate
transient pore fluid pressure recovery following the Mw =
8.0 earthquake accounts for the increasing Coulomb stress
during the 63-day lag time between events.
[52] Inverse methods using HIPSHS models may esti-

mate precise dislocation distribution parameters; however,
the estimations are likely to be inaccurate. Forward
modeling predictions using FEMs that do not simulate
any or all of the HIPSHS assumptions, loaded with

dislocation distributions determined from HIPSHS mod-
els, introduce significant displacement prediction errors
(with respect to measurement uncertainties) and generate
ambiguous Coulomb stress predictions.
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