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[1] The coseismic slip distribution of the Mw 9.0 2011 Tohoku-Oki earthquake has been
estimated by inverting near-field onshore and offshore geodetic data, using Green’s function
calculated with a 3-D finite element (FE) model. The FE model simulates several
geophysical features of the subduction zone that hosted the rupture surface of the event.
These features include a 3-D geometric configuration and distribution of material properties
of the tectonic system, a precise geometric configuration of the irregular rupture surface, and
an irregular free surface according to the topography and bathymetry. A model that
simulates rupture along the interface between the relatively weak overriding Okhotsk plate
and stiff subducting slab of the Pacific Plate requires less slip to produce the observed
surface deformation, compared to a model having uniform material properties across the
rupture interface. Furthermore, the estimated slip of the heterogeneous model is more
widely distributed over the shallow portion of the plate boundary, whereas the estimated slip
of the homogeneous model is more focused updip of the epicenter. This demonstrates the
sensitivity of inverse analyses of geodetic data for the 2011 Tohoku-Oki earthquake to the
simulated domain geometry and configuration of material properties.
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1. Introduction

[2] On 11 March 2011, at 05:46 UTC, a Mw 9.0 (U.S.
Geological Survey (USGS)) earthquake struck near the
Tohoku region of the northeastern coast of Japan
(Figure 1), causing large seafloor displacement that triggered
a tsunami. This tsunami caused extensive damage and de-
struction along the coast of the Tohoku region. This
megathrust event, hereafter referred to as the 2011 Tohoku-
Oki earthquake, was recorded by a variety of modern geo-
physical instruments and dense observational networks.
The Tohoku-Oki event, the greatest ever recorded in Japan,
joins a small group of megathrust events recorded with mod-
ern instrumentation including, 1952 Kamchatka (Mw 9.0),
1960 Chile (Mw 9.5), 1964 Alaska (Mw 9.2), and 2004
Sumatra (Mw 9.0) earthquakes (USGS). Data from more than

1200 terrestrial GPS sites (GEONET), managed from the
Geospatial Information Authority of Japan were processed
by the ARIA team at Jet Propulsion Laboratory (JPL) and
Caltech to obtain the 3-D displacement field over Japan and
surrounding islands (ftp://sideshow.jpl.nasa.gov/pub/usrs/
ARIA). The displacement field shows that the coast of north-
east Japan moved 5m eastward, and the coastline subsided
by about 0.5m with a maximum subsidence of ~1.1m in
the eastern Miyagi Prefecture. For the first time, coseismic
displacements from seafloor geodetic sites [Sato et al.,
2011] recorded the offshore displacement for a megathrust
event, allowing for unprecedented and important offshore
geodetic constraints on the source characterization. These
observations include large horizontal displacements of
~24m and vertical displacements of 1.5–3m, over the hypo-
central area. Perhaps most importantly, the offshore geodetic
sites precisely define the position of the polarity change for
the offshore vertical deformation [Sato et al., 2011], which
strongly controls the general depth of the estimated slip.
[3] The coseismic slip distribution of the Tohoku-Oki

earthquake has been investigated by numerous authors based
on seismological data [e.g., Ammon et al., 2011], onshore/
offshore geodetic data [e.g., Grilli et al., 2012; Pollitz
et al., 2011], and tsunami data and joint inversions [e.g.,
Koketsu et al., 2011; Romano et al., 2012; Simons et al.,
2011; Hooper et al., 2013]. Several studies have suggested
that very large coseismic slip, exceeding 50–60m, occurred
near the Japan Trench [Linuma et al., 2012; Ito et al.,
2011a, 2011b; Lay et al., 2011; Maeda et al., 2011; Shao
et al., 2011; Hooper et al., 2013], while other studies
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estimate substantially lower peak slips of 30–35m [Koketsu
et al., 2011; Pollitz et al., 2011; Hayes [2011]; Ozawa
et al., 2011]. These differences are ascribed on the adopted
data selection and specific modeling strategies. For example,
seismological studies use models that incorporate layered
seismic velocity structure for the source estimation, while
geodetic models often rely on homogeneous half spaces [e.
g., Okada, 1992] or layered spherical models [Pollitz et al.,
2011]. Furthermore, the estimated maximum coseismic slip
value varies from ~20 to ~35m between inversions with
and without the offshore GPS vectors [Pollitz et al., 2011;
Ozawa et al., 2011]. The availability of the offshore geodetic
observations requires a careful consideration of the subduc-
tion interface, which gives us the possibility to explore how
features such as material contrasts, irregular slab geometry,
and topographic surface control the estimation of slip.
Accurate characterization of the offshore deformation is par-
ticularly important for tsunami genesis predictions [e.g.,
Grilli et al., 2012]. The aim of this paper is to identify varia-
tions in slip predictions associated with geodetic analyses
that use different deformation model configurations.
Therefore, we refrain from using tsunami data to constrain
the seafloor deformation. This analysis has important impli-
cations for emerging methods that attempt to provide early

warning for tsunami hazards, based on observed geodetic
data [e.g., Blewitt et al., 2006; Sobolev et al., 2007].

2. Finite Element Model

[4] The Tohoku-Oki earthquake ruptured the interface sep-
arating the Pacific and Okhotsk Plates. The main event was
primarily thrust (gCMT, http://www.globalcmt.org) having
substantial slip along the updip portion of the rupture, near
the Japan Trench. We simulate the coseismic deformation
of the Tohoku-Oki earthquake using FE models, constrained
by an array of geophysical data and information. The geom-
etry and mesh of the new FE model presented in this study
(Figure 2) is generated with the CUBIT 12.2 geometry and
mesh generation tool kit (http://cubit.sandia.gov/index.html),
while the material properties, boundary conditions, and load-
ing specifications are part of the input for a finite element
analysis (solver) using the ABAQUS commercial code
(www.simulia.com). The FE model presented in this paper
simulates important geometric and geophysical features of
the subduction zone and rupture of the Tohoku-Oki earth-
quake. These features include the irregular surface of the
Japan Trench and subducting Pacific Plate, regional-scale to-
pography and bathymetry (Figure 2b), and an assembly of

Figure 1. Seismotectonics of the 2011 Mw 9 Tohoku earthquake. Main event and aftershocks spanning
2months after the 11 March 2011 provided by the National Earthquake Information Center (http://earth-
quake.usgs.gov/regional/neic/). The aftershocks illuminate the surface projection of the rupture, although
some of them spillover onto the Pacific Plate (east of the Japan Trench) in accord with coseismic stress
transfer to the extensional region of the main shock [Lay et al., 2009]. The black crosses superimposed
on the seismicity show the partitioning of the subducting interface in discrete sources. The yellow and green
stars indicate the epicenters of the 2011 Tohoku earthquake and the largest (Mw 7.3) aftershock.
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the major mechanical components that comprise the subduc-
tion zone (Figures 2a, 2c, and 2d).
[5] Topography and bathymetry are modified from the

ETOPO1 Global Relief Project (http://www.ngdc.noaa.gov/
mgg/global/global.html) and imported into the CUBIT mesh

generator software using a python script from GEOCubit
[Casarotti et al., 2008]. A precise geometric characterization
of the subduction interface, and hence the rupture surface, is
important because it is fundamental to the deformation pat-
tern of coseismic slip. Therefore, the FE mesh includes an

Figure 2. Finite element model configuration. The finite element (FE) model simulates the Honshu Arc
subduction zone, Japan. (a) Mechanical components: forearc (yellow), volcanic arc (dark green), backarc
(light green), lithosphere (red), crust (blue), mantle (gray). The Young modulus and Poisson ratio values
are fixed for each geologic entity. (b) A combination of topography and bathymetry (ETOPO1 project) de-
scribes the free surface of the model. The dimensions of the central sector of the model are 1300 km× 1300
km×600 km. (c, d) 3-D section of the FE model illuminates the rigidity contrasts between the upper crust
and the down-going slab. (e) Mesh grid of the model. For visual clarity we hide element edges in (a),(b),(c),
and (d). The final model is composed of more than one million first-order tetrahedral elements. The mesh
grid density is higher around the simulated rupture interface and progressively coarsens toward the bound-
aries of the model domain. The average edge sizes for each tetrahedron are ~10 km near the fault area,
~30 km at the lateral boundaries, and ~90 km near the bottom of the model.
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accurate description of the geometrically irregular slab [Hayes
et al., 2012], giving particular attention to the intersection of
the slab and the bathymetric surface of the seafloor. This is im-
portant to accurately represent the along-trench subduction
morphology and the spatial relationships between the rupture
and Earth’s free surface—important parameters for accurately
assessing the earthquake rupture. The rupture zone in our
model occurs along a ~740 km long interface, separating the
subducting slab (lithospheric mantle capped by basalt of the
oceanic crust) from the overriding forearc and upper mantle
wedge. The geometry of the forearc, volcanic arc, and backarc
basins is estimated from seismic tomography and the three-
dimensional Mohorovicic discontinuity model of Zhao et al.
[1992]. The resulting FE configurations include a 3-D rep-
resentation of the major mechanical bodies of the tectonic sys-
tem (Figure 2 and Table 1), generally represented by other
models that do not account for along-strike variations associ-
ated with the transition between island arc volcanism and
backarc spreading [e.g.,Grilli et al., 2012]. Material properties
for each component are estimated from characteristic selec-
tions of elastic [Turcotte and Schubert, 2002] and poroelastic
[Wang, 2000] rock properties. The final model comprises
more than one million tetrahedral elements with high element
density near the simulated rupture interface and becoming
sparse toward the boundaries of the model domain. The char-
acteristic length for elements is ~10 km near the fault area and
progressively increases to ~30 km at the lateral boundaries and
~90 km near the bottom boundaries of the model (Figure 2e).
[6] The initial conditions are equilibrium. The lateral

boundaries and base of the model domain are fixed to zero
displacement. The two converging plates (footwall and hang-
ing wall) are welded together along the nonslipping portions
of the plate boundary. The rupture interface is partitioned
into 372 coincident node pairs (31 × 12 fault patches of
~24 × 20 km size) to allow for a distribution of coseismic slip
(calibration parameters), which will be estimated from geo-
detic data using linear inverse methods. The forward model
for deformation due to an assembly of fault patches embed-
ded in an elastostatic domain is

G m ¼ d (1)

whereG is a matrix of Green’s function,m is a column vector
of slip parameters, and d is a column vector of data. For this

analysis, G is constructed using FEs and the method of kine-
matic constraint equations [Masterlark, 2003] and
implemented with the configuration of Kyriakopoulos et al.
[2011]. The vector m represents the unknown distribution of
slip for the fault patches (vector of calibration parameters),
and d (vector of calibration targets) is constructed from a
dense array of onshore GPS solutions (708 sites) released by
the ARIA JPL-Caltech team (ftp://sideshow.jpl.nasa.
gov/pub/usrs/ARIA) and five three-component seafloor dis-
placement observations collected using GPS/acoustic
methods [Sato et al., 2011].
[7] The inversion is performed adopting the Occam regu-

larization scheme [deGroot-Hedlin and Constable, 1990],
minimizing the chi-square and an additional roughening term
to avoid unreasonable oscillations in slip values. The rough-
ening term represents the square of the finite difference oper-
ator between adjacent patches, multiplied by a weighting
factor k. No positivity constraints are used in this inversion.
The misfit vector, e, is

e ¼ d–G mest (2)

wheremest is the estimate ofm based on the Occam method.
[8] The onshore and offshore data have significant differ-

ences in terms of dimensions and measurement uncertainties.
The average uncertainty for the onshore GPS observations is
~3.2 cm, while the corresponding uncertainty for the offshore
sites is greater by a factor of 10 (~33 cm). The data vector d
used in the linear inversion is a column vector having 2139
elements, assembled from 2124 (= 708 × 3) onshore and 15
(= 5 × 3) offshore components. The data are weighted
according to the reported measurement uncertainties, and
the offshore sites are additionally weighted by 10.
[9] The estimated fault slip distribution is selected from a

chi-square (χ2)-roughness (ρ) trade-off analysis [Jónsson
et al., 2002], where diminishing reductions in chi-square pre-
diction errors require accelerated increases in solution rough-
ness (see Figures S1 and S2 in the supporting information).
As expected, the rougher solutions are more accurate, achiev-
ing a root-mean-square (RMS) of 2 and 3 cm for the homoge-
neous (JHOT) and heterogeneous (JHET) models, respectively
(see Figures S3–S6). In order to compare the slip maps gener-
ated from JHET and JHOT, we have chosen two statistically
equivalent solutions, coincident with the intersection of the
JHET and JHOT chi-square (χ2)-roughness (ρ) curves. This
statistical equivalence is established using statistical hypothe-
sis testing methods and F tests, as described in [Masterlark
et al., 2012]. These methods indicate that both JHET and
JHOT well fit the data and are statistically similar, with 95%
confidence. These results are summarized in Table 2.

Table 1. Material Properties

Material Source
Young Modulus

(GPa) Poisson Ratio

Hanford basalt Wang [2000] 56 0.31
Lithospheric mantle Turcotte and

Schubert [2002]
150 0.25

Volcanic arc Wang [2000] 40 0.34
Mantle Turcotte and

Schubert [2002]
150 0.25

Backarc sediment
(Berea sandstone)

Wang [2000] 15 0.34

Backarc basement Turcotte and
Schubert [2002]

70 0.28

Forearc
(Berea sandstone)

Wang [2000] 15 0.34

Sedimentary wedge
(Berea sandstone)

Wang [2000] 15 0.34

Sediments over
crust

Wang [2000] 56 0.31

Table 2. F Testa

d.f. eTe σest χ2 Fcritical(95%) F

Null 2,139 - - 2,915,914.9 - -
JHET 2,099 10.7 0.071 9,120.9 - -
JHOM 2,104 14.9 0.084 9,671.8 - -

Comparisons
Null/JHET - - - - 1.074 313.659
Null/JHOM - - - - 1.074 296.535
JHOM/JHET - - - - 1.074 1.0577

aN= 2139 for all analyses.
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Figure 3. Coseismic slip and surface displacement. (a, b) Slip distribution for the heterogeneous (JHET)
model and the homogeneous (JHOT) model, respectively. (c) Differences between JHOT and JHET
models (Diff = JHOT – JHET ). (d) Seafloor uplift for JHET model. (e) Seafloor uplift for JHOT model.
(f) Differences in seafloor uplift between JHOT and JHET models (Diff = JHOT – JHET ). (g) Seafloor hor-
izontal displacement for JHET model. (h) Seafloor horizontal displacement for JHOT model. (i)
Differences in horizontal displacement between JHOT and JHETmodels (Diff = JHOT – JHET ). The black
arrows in Figures 3a and 3b represent selected rake vectors for each model while the black vectors in
Figures 3g and 3h show the direction of horizontal displacement. The black thin line in (a), (b) and (c)
shows depth contours for the modeled subduction interface. The yellow and green stars indicate the epicen-
ters of the 2011 Tohoku earthquake and the largest (Mw 7.3) aftershock.
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[10] The resulting slip distribution for JHET is shown in
Figure 3a and is equivalent to a geodetic moment of
2.03 × 1022Nm, corresponding to Mw 8.8, slightly lower
with respect to previous studies. This value is lower than
the accepted Mw 9.0 because the moment estimation for
JHET is proportional to local material selection, and specifi-
cally the low shear modulus values near the shallow dipping
sector of the subducting slab. The slip distribution is concen-
trated directly updip of the earthquake hypocenter and close
to the trench, but includes deeper and lateral components of
the slip as well. The model predictions of the horizontal
and vertical GPS data are shown in Figure 4. The area of rup-
ture exceeding 15m is ~200 × 140 km2, while the maximum
slip value is ~32m. The high-slip region partially coincides
with the location of high seismic coupling inferred from
interseismic crustal velocity measurements [Hashimoto
et al., 2009; Loveless and Meade, 2010], but it is generally
well updip of the highly coupled area inferred in these

studies, because of the use of the offshore geodetic data in
the linear inversion.
[11] The distinct role played by onshore and offshore geo-

detic observations has been exploited in previous works
[Pollitz et al., 2011]. Even if onshore geodetic observations
successfully describe the inland deformation, they typically
have poor sensitivity to the offshore slip [e.g., Masterlark,
2003]. We overcome this limitation by using offshore geo-
detic observations that help us discriminate between the
deeper and shallower components of the slip. By comparing
Figures 5a and 3a which use only inland and all data, respec-
tively, we see that slip inversions which do not account for
the offshore geodetic sites tend to localize the displacement
at greater depth along the interplate boundary and thus can-
not adequately discriminate relatively deep slip from shallow
slip. Furthermore, we conducted a checkerboard test to esti-
mate the contribution of onshore and offshore geodetic sites
on the resolution of estimated slip values (Figure 6). We

Figure 4. Comparison between predicted and observed GPS data. (a) Horizontal JHET model predic-
tions. (b) Horizontal JHOT model predictions. (c) Vertical JHET model predictions. (d) Vertical JHOT
model predictions. Modeled GPS vectors (red), seafloor GPS observations (green), onshore GPS observa-
tions (blue). The yellow and green stars indicate the epicenters of the 2011 Tohoku earthquake and the larg-
est (Mw 7.3) aftershock. The inset at the bottom right corner in (a) and (b) shows the X2 (y axis)-ρ
(roughness) (x axis) curve and a red star denoting our selected solution with relative root-mean-square
(RMS). See also Figures S3–S6.
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Figure 5. Coseismic slip distribution and surface displacement using only inland GPS sites. (a, b) Slip
distribution for the heterogeneous (JHET) model and homogeneous (JHOT) model, respectively. (c)
Differences between JHOT and JHET models (Diff = JHOT – JHET ). (d) Seafloor uplift for JHET model.
(e) Seafloor uplift for JHOT model. (f) Differences in seafloor uplift between JHOT and JHET models
(Diff = JHOT – JHET ). (g) Seafloor horizontal displacement for JHET model. (h) Seafloor horizontal dis-
placement for JHOT model. (i) Differences in horizontal displacement between JHOT and JHET models
(Diff = JHOT – JHET ). The black arrows in Figures 5a and 5b represent selected rake vectors for each
model while the black vectors in Figures 5g and 5h show the direction of horizontal displacement. The
black thin line in (a), (b) and (c) shows depth contours for the modeled subduction interface The yellow
and green stars indicate the epicenters of the 2011 Tohoku earthquake and the largest (Mw 7.3) aftershock.
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are using two different checkerboard inputs. The first one
(Figure 6a) consists of a finer pattern (4 × 4 groups of
patches) and lower slip values (0 and 1m) while the second
one (Figure 6d) investigates larger asperities (8 × 4 groups
of patches) and higher slip values (0 and 20m). When only
onshore GPS data are used for the resolution test inversion
(Figures 6b and 6e), lateral variations in the slip are well re-
solved only below the 20 km depth contour line. The addition
of seafloor geodetic data increases the resolution above the
20 km depth contour line, mostly in the central and northern
sectors of our fault model, where part of the shallow displace-
ment occurs (Figures 6c and 6f). Figure 6f demonstrates the
importance of offshore geodetic data for characterizing
near-trench seafloor deformation that can strongly influence
tsunami genesis.
[12] The effect of material inhomogeneities is presented in

Figure 3 by comparing the slip distributions of the JHET
model versus the homogeneous counterpart (JHOT) and plot-
ting the differences between the two. The JHOT slip distribu-
tion is presented in Figure 3b. The estimated geodetic

moment is 4.57 × 1022Nm which corresponds to Mw 9.04
(using an average rigidity of 40GPa) and larger than that of
JHET. We note that for the case of homogeneous material
properties, the estimated slip distribution is a function of
Poisson’s ratio and is independent of rigidity.
[13] From a first look, we can notice that both models pre-

dict a high concentration of slip above 20 km depth and to-
ward the surface. Furthermore, the JHET slip is distributed
in a much larger area, extending farther north with respect
to the JHOT slip, which is concentrated closer to the trench.
In contrast, the JHET model predicts lower slip values near
the trench and higher slip farther downdip, close to the hypo-
center. Differences of up to 25% are highlighted from the red
(JHOT> JHET) and blue (JHET> JHOT) areas in
Figure 3c, coincident with the transition of contact from oce-
anic crust/forearc to oceanic crust/mantle. The same transi-
tion marks an inversion in terms of relative stiffness
between hanging wall and footwall, and the oceanic crust is
stiffer in respect to the forearc but less stiff in respect to the
mantle. The two models present substantially different results

Figure 6. Resolution test. (a) Input slip model (4 × 4 groups of patches with 0 and 1m of slip) used for the
checkerboard test. (b) Results of the checkerboard test for inversion of the onshore GPS data. (c) Results of
the checkerboard test for joint inversion of onshore GPS + offshore geodetic coseismic data. (d) Input slip
model (8 × 4 groups of patches with 0 and 20m of slip). (e) Results for inversion of the onshore GPS data.
(f) Results for joint inversion of onshore GPS + offshore geodetic coseismic data.
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in terms of maximum slip values, with ~32 and 39m for
JHET and JHOT, respectively. Indeed, the weak crustal ma-
terials (i.e., contrast between oceanic crust and forearc)
implemented in the heterogeneous model amplifies the sur-
face displacement for a given dislocation. This effect is
manifested in the matrix of Green’s function, calculated
using JHET; hence, the JHET model requires a smaller
amount of slip in order to fit the data.
[14] These results follow the findings of Hsu et al. [2011]

for the Sumatra subduction zone, where discrepancies be-
tween homogeneous and heterogeneous models become
larger if the elastic contrast between the two sides of the fault
is increased. Using FE-based inverse methods, Masterlark
et al. [2001] noted that for a given array of surface displace-
ments, a heterogeneous model requires less coseismic slip
compared to a homogeneous model. These differences in-
crease with increasing rigidity contrasts across the fault
[Hsu et al., 2011]. Slip variations due to rigidity contrasts
are also found in Trasatti et al. [2011] where the implemen-
tation of a high-resolution seismic tomography in the FE
model significantly affects the slip distribution pattern.
[15] Our results become intuitive by considering the limit-

ing case, in which the subducting slab is infinitely stiff com-
pared to the overriding plate. In this case the relative slip is
accommodated almost entirely by the overriding plate,
whereas in the homogeneous half-space configuration the
overriding plate receives only half of the relative slip. In the
shallow part of the fault, the rigidity contrast between forearc
and subducting crust enhances the asymmetry produced by
the free surface effect. This explains why the maximum slip
value of JHET is less than that of JHOT especially in our case
where the solutions are constrained by the offshore
coseismic data.
[16] Even though in a reduced degree, differences between

JHET and JHOT models remain for slip inversions that do
not account for the offshore geodetic data (Figure 5).
Similar to the full data set case, the JHET predicts higher slip
values downdip and lower slip values near the trench with re-
spect to JHOT (Figure 5c). The results are different in terms
of maximum slip values with 15 and 13.5m for JHET and
JHOT, respectively, highlighting the impact of the offshore
data on the retrieved solutions. The slip is concentrated
downdip in the fault plane, where the rigidity contrast is
inverted with respect to the shallower part of the fault. In this
case the hanging wall (mantle) is stiffer compared to the foot-
wall (oceanic crust). The slip differences between the two
models are lower and corresponding to 10–20% of maximum
slip values (Figure 5c). The estimated geodetic moment is
3.13 × 1022Nm, corresponding toMw 8.94 (using an average
rigidity of 40GPa), for JHOT and 1.74 × 1022Nm, corre-
sponding to Mw 8.77, for JHET.
[17] The predicted surface displacement maps generated

by JHET and JHOT models are presented in Figures 3d–3i
(joint inversion of inland GPS+ offshore geodetic sites). As
expected, the vertical (uplift) and horizontal displacements
reflect the differences in slip pattern. The uplift predicted
from JHET (Figure 3d) is less concentrated compared to that
from JHOT (Figure 3e) and distributed in a much larger area.
The maximum uplift value predicted from JHET is 4m while
that from JHOT is more than 7.5m and close to the trench
(note color saturation in Figure 3e), as result of the intersec-
tion of the slip patch with the seafloor. The predicted

horizontal displacement for JHET (Figure 3g) is widely dis-
tributed compared to that for JHOT (Figure 3h), reaching
maximum values of 28 and 29m, respectively. The differ-
ences are highlighted from the red (JHOT> JHET) and blue
(JHET> JHOT) areas in Figures 3f and 3i. These forward
models show clearly the material’s effect on the predicted
surface displacements. Although the input for each model is
substantially different in terms of absolute slip values, the
generated horizontal displacement fields present similar mag-
nitudes. The seafloor surface displacement predictions are
also plotted for the inversions that do not account for the off-
shore geodetic data (Figures 5d–5i). We note that without
offshore data in our inversion the predicted uplift is higher
for JHET. The differences in horizontal and vertical displace-
ment predictions are presented in Figures 5f and 5i.
[18] Recent works, which mapped the changes in the sea-

floor topography caused by the Mw 9 event [Kodaira et al.,
2012; Fujiwara et al., 2011], revealed that the seafloor
moved 50m east-southeast toward the trench and uplifted
5–10m . Although the bathymetric data provide new infor-
mation, they are limited by the lateral extension (10 km
width) of the observation track. Furthermore, Ito et al.
[2011b] reported large coseismic displacements from two
clusters of ocean bottom instruments at about 20 (CL1) and
30 km (CL2) from the trench. They measured 58 ± 20 and
74 ± 20m of horizontal displacement for CL1 and CL2, re-
spectively. These observations are in good agreement with
high slip values (73–81m ) obtained from Hooper et al.
[2013] and constrained from both tsunami and geodetic data.
The comparison of our results with observations based on
differential bathymetry is not an easy task. Our results appear
to be below the lower end of the above values. Our models
are not constrained by the tsunami data, which will increase
our maximum slip values to 45–55m, but probably not to
70–80m of the slip. However, as suggested by Kodaira
et al. [2012], it is probable that the results based on bathymet-
ric studies include effects beyond the pure elastostatic defor-
mation scenario, such as massive seafloor landslides,
slumping, and gravity effects.
[19] Both models adequately recover the horizontal and

vertical GPS displacements (Figure 4), even though the
JHOT model vertical predictions appear to be slightly more
accurate near the east coast of Japan. The small difference
in the vertical component for JHETmight imply that the elas-
tic parameters we chose need to be calibrated specifically for
the Japan Trench.
[20] Slip distribution models based on seismic waveform

analysis [Lay et al., 2011; Shao et al., 2011], waveforms +
high rate GPS [Ammon et al., 2011] measurements, or the
combination of GPS and tsunami data [Romano et al.,
2012] revealed maximum slip values updip from the hypo-
center up to 45–60m, larger than the maximum values from
JHET (~32m) and JHOT (~40m) models. On the other hand,
our maximum slip values are more comparable with those of
Pollitz et al. [2011] (30–35m ), which used the same data
(onshore GPS + offshore GPS/acoustic). Moreover, similar
peak slip values are found by Hayes [2011] (~31m), derived
from teleseismic waves, and Koketsu et al. [2011] (30–40m )
who conducted separate and joint inversions of different
types of data. We suggest that part of the differences between
our JHET model and previous studies are ascribed to the in-
fluence of the 3-D material properties and more specifically
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to the elastic contrast between the subducting crust and sur-
rounding materials. Furthermore, a portion of these differ-
ences may also be due to the adopted subduction zone
geometry and to the intersection of seafloor topography with
the subducting interface, overcoming the rectangular source
approximation and flat free surface used in previous studies.
Previous studies demonstrated the impact of the Earth’s free
surface [Oglesby et al., 2000] on the relative displacement
between footwall and hanging wall in shallow thrust earth-
quakes, and thus, we expect this to be important in the shal-
low dipping sector of the subducting slab.

3. Conclusions

[21] We constructed a geodetic finite element model that
provides a detailed representation of the Tohoku-Oki earth-
quake. The coseismic slip was calibrated to onshore and off-
shore geodetic data, the latter of which provides particularly
important constraints. The results for the heterogeneous and
homogeneous models highlight the effect of the adopted ma-
terial properties, which introduce respective slip variations of
up to 25%. When we do not constrain the inversion with the
offshore geodetic data, the differences between JHET and
JHOT are reduced. Our results illuminate the asymmetric slip
across a fault that separates materials with contrasting elastic
properties. We see that the JHOT model requires 39m of slip
to reproduce the observed 24m of maximum seafloor hori-
zontal displacement, whereas the JHET model demands only
32m of slip. Both models account for the same geometry and
free surface effect as the simulated fault nears the Japan
Trench. Additionally, the JHET model accounts for rigidity
contrast between forearc and oceanic crust, increasing the ab-
solute displacement of the hanging wall with respect to the
footwall at shallow depths. Thus, the asymmetric partitioning
of the slip between the footwall and hanging wall is impor-
tant for the static displacement predictions and requires fur-
ther investigation in the future. Furthermore, the availability
of offshore geodetic data strongly influences the predicted
seafloor deformation near the trench. These results are partic-
ularly important for future analyses that seek to characterize
tsunami behavior from geodetically based seafloor
deformation predictions.
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